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We have studied the real-time dynamics of dissipative tunneling between two coupled diabatic surfaces. The interplay of tunneling, vibrational relaxation, dephasing, and resonances leads to various regimes of population dynamics, from coherent oscillations between the surfaces to exponential decay described by a rate constant. To describe these phenomena, we exploited recent efficient discretized-path-integral techniques; the two-surface system is treated exactly using a numerically constructed propagator, while the effects of the dissipative environment are incorporated through an influence functional. This procedure results in a low-dimensional integral, which is evaluated by quadrature. Use of a discrete-variable representation (DVR) allows us to replace continuous paths by paths that sample a small set of coordinate points; in particular, the conventional two-level-system approximation is shown to correspond to the limit of two DVR points. The specific features pertinent to nonadiabatic tunneling are discussed.
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I. INTRODUCTION

A chemical reaction is associated with a change in both electronic structure and positions of the reactants. The standard picture of such a process involves transition between diabatic surfaces of the initial and final states (see Fig. 1) induced by coupling between them, so the Hamiltonian reads as

$$H_0 = \frac{\hbar^2}{2m} \begin{pmatrix} V_1(s) & V_2(s) \\ V_2(s) & V_1(s) \end{pmatrix},$$

where $s$ is the reaction coordinate, and $1$ is the $2 \times 2$ unit matrix. In many cases $s$ does not have a direct meaning, for example, it may be some collective coordinate, such as the solvent polarization for electron transfer in solution. Diagonalizing the potential-energy term alone, one gets two adiabatic surfaces (Fig. 1)

$$V_\pm(s) = \frac{1}{2} [V_1(s) + V_2(s)]$$

$$\pm \frac{1}{2} [4V_2^2(s) + (V_2(s) - V_1(s))^2]^{1/2}.$$ (2)

When the motion along the reaction coordinate is sufficiently slow and/or the separation $2V_0$ between the adiabatic surfaces is large enough, the influence of the upper surface can be neglected, and one arrives at the standard formulation of the problem of electronically adiabatic chemical reactions, where the electronic structure adiabatically follows the nuclear displacements. Many chemical reactions are believed to proceed according to an adiabatic mechanism; however, when long-range electron transfer is in question, which is associated with very small diabatic couplings, or when the transition is spin forbidden, the nonadiabatic regime is more likely.

For classical motion along the reaction coordinate, whether the transition is adiabatic or nonadiabatic depends on the parameter $[1-3]$

$$\delta = \frac{2\pi V_0(0)^2}{\hbar |V_2(0) - V_1(0)|},$$

where $v$ is the velocity of the particle at the crossing point $s=0$. The exact solution of the classical curve-crossing problem has been given by Landau, Zener, and Stueckelberg [1-3] for the case where the diabatic coupling is constant and the potentials $V_1(s)$ and $V_2(s)$ are linear functions. This solution is a good approximation to the general case, Eq. (1), because nonadiabaticity is important only in the vicinity of the avoided crossing where the surfaces can usually be approximated by linear functions and $V_0$ by a constant. It is also worth mentioning that several semiclassical [4,5] and purely classical [6,7] models have been developed for including nonadiabatic effects in molecular-dynamics simulations.

When nonclassical tunneling motion along the reaction coordinate is allowed, the problem becomes much more complicated. Ovchinnikov [8] and Holstein [9] extended the Landau-Zener-Stueckelberg theory [1-3] to the tunneling case using the WKB approximation and showed

FIG. 1. Diabatic ($V_1$ and $V_2$) (solid lines) and adiabatic ($V_\pm$) (dashed lines) potential-energy surfaces. The barrier height, $V^*$, and the asymmetry $\epsilon$ are indicated.
that the velocity in Eq. (3) should be replaced by the absolute value of the underbarrier (instanton) velocity \( v = \sqrt{2m(V^b - E)} \), where \( V^b \) is the height of the adiabatic barrier and \( E \) the energy. Since for a chemical reaction usually \( V^b \gg kT \), this velocity is often greater than the thermal velocity \( v_T = \sqrt{3k_BT/m} \), so a reaction which proceeds classically in the adiabatic regime may happen to be nonadiabatic in the tunneling regime.

These theories were further refined by Coveney, Child, and Barany [10] and Nakamura [11], who showed that the Landau-Zener-Stueckelberg approximation breaks down when the energy is close to that of the crossing point (i.e., lies between the two adiabatic surfaces) and the transition probability may depend nonmonotonically on energy.

In a condensed-phase chemical reaction, where typically \( V_1 \) and \( V_2 \) are bound potentials, tunneling may manifest itself in two different ways: Having started on one of the surfaces (or, generally, from any nonequilibrium state), the probability to find the system on one of the surfaces may oscillate with time; these oscillations are associated with tunneling splittings of spectral lines that can be observed in the frequency domain. Or the reaction may exhibit an irreversible transition from the initial to a final equilibrium state, described by a rate constant.

A one-dimensional model cannot exhibit irreversible dynamics unless the potential is unbound. Standard theories for intramolecular radiationless transitions and electron transfer attribute the existence of a rate constant to fast vibrational relaxation on the "product" surface, which destroys phase coherence and renders the transition irreversible (see, e.g., [12,13]). In an exchange symmetric reaction, where the initial and final states are degenerate, relaxation within tunneling doublets may also be the origin of incoherent dynamics. If the vibrational relaxation is not too fast compared to the tunneling time scale, one may expect a rich variety of behaviors observed both in the frequency domain (as broadened spectral lines) and in the time domain (as damped oscillations or decay of probability). Of course, to incorporate the vibrational relaxation consistently, one should explicitly include in the Hamiltonian the terms that are responsible for it. One way to do this is to give up the collective-coordinate description and to replace the reaction coordinate \( s \) by the total set of modes the electronic state is coupled to. In general, among them there are slow and fast modes, so one cannot tell in advance whether the transition will be adiabatic, nonadiabatic, or intermediate.

Assuming that among these modes there is only one mode \( \tilde{s} \) that couples strongly the two electronic states, the remaining degrees of freedom can be treated using linear-response theory as a collection of harmonic oscillators. (Even if this is not the case, one may artificially choose the reaction coordinate say as a minimum energy path connecting reactant and product states in the full multidimensional space.) Thus the total Hamiltonian breaks up into the "system" Hamiltonian, Eq. (1), and a "bath" of harmonic oscillators coupled to it:

\[
H = H_0 + \sum_j \frac{p_j^2}{2} + \frac{1}{2} \omega_j^2 (x_j + C_j s / \omega_j^2)^2. \tag{4}
\]

Note that the bath part \( H - H_0 \) includes standard counterterms [14] quadratic in \( s \) which ensure that if the bath relaxes to its equilibrium along the reaction coordinate \( s \), the system potential is the same irrespective of the coupling parameters \( C_j \). [This potential is usually referred to as the adiabatic potential, but we do not use this term in order to avoid confusion with electronically adiabatic surfaces, Eq. (2).] The integral characteristic of the bath is its spectral density

\[
J(\omega) = \frac{\pi}{2} \sum_j \frac{C_j^2}{\omega_j} \delta(\omega - \omega_j). \tag{5}
\]

Classically, the effect of the harmonic bath is to introduce friction into the classical equation of motion for the \( s \) coordinate. In particular, in the Ohmic case, \( J(\omega) = m \gamma \omega \), the classical motion on each surface satisfies the Langevin equation

\[
\ddot{s} + m \gamma \dot{s} + V''(s) = f(t), \tag{6}
\]

where \( f(t) \) is a \( \delta \)-correlated fluctuating force (see, e.g., [15]).

If the influence of the upper adiabatic term is neglected, the problem that results is well known in the literature as dissipative tunneling (see, e.g., [14–18]). In the purely incoherent case, successful studies have been performed using imaginary-time path-integral instanton methods, which give the rate of escape from the initial well. Studying the coherent tunneling case requires usually an additional simplification, i.e., truncation of the system Hamiltonian to a two-level system (TLS) corresponding to the lowest tunneling doublet in the double well. The resulting Hamiltonian of a TLS coupled to a harmonic bath (known as the spin-boson Hamiltonian) can be treated analytically [19–24]; in particular the so-called noninteracting blip approximation has proven very useful and helped to establish the criteria for localization and the coherent-incoherent transition [20]. The spin-boson treatment, however, takes into account only the dynamics within the lowest tunneling doublet and, therefore, entirely misses vibrational relaxation between different doublets. The inadequacy of the spin-boson treatment for describing chemical conversions in the condensed phase has been realized by several authors [22,25] who took higher tunneling doublets into consideration; however, the resulting problem is so complicated and difficult to treat analytically even after very strong additional assumptions (such as equidistant energy spectrum) are made, that it is hard to imagine obtaining in this way a theory so elaborate and exhaustive as that developed for the spin-boson model.

The full treatment of the two-surface problem presents an even more challenging task. Zusman [26] studied the case of a classical reaction coordinate and derived a Fokker-Planck equation. The qualitative picture of nonadiabatic reaction dynamics has been described by Frauenfelder and Wolynes [27]. Garg, Onuchic, and Ambegaokar [28] and Wolynes [29] focused on the specific case where \( V_1 \) and \( V_2 \) are harmonic potentials with the same frequency and advanced further towards low temperatures, i.e., to the quantum regime, using Feynman's
In this case the reaction coordinate may be considered as part of the harmonic bath, and, after proper diagonalization, the problem reduces to the spin-boson Hamiltonian exactly. However, the use of the noninteracting blip approximation implies smallness of the off-diagonal matrix element responsible for the exchange; because this matrix element is the electronic coupling (rather than half the tunneling splitting, as in the traditional dissipative tunneling problem) and is not necessarily small, the powerful techniques of [20] prove useful only in the purely nonadiabatic limit of small $V_d$. This limit has also been studied using the golden rule by Wolynes [31], and also by Chandler and co-workers in a series of papers devoted to quantum simulations of aqueous $\text{Fe}^{3+}$-$\text{Fe}^{2+}$ electron transfer, for which nuclear tunneling was noted to play an important role [13,32]. The significance of the large $V_d$ case for charge-transfer reactions was also realized [33,34] and approximate theories interpolating between adiabatic and nonadiabatic electron transfer were proposed. Mak and Gehlen recently reported [35] some numerical calculations for the spin-boson model of electron transfer in the large-electronic-coupling case. The case of very low temperatures where tunneling from the ground state of the initial surface dominates has also been addressed using instanton techniques, based on the assumption that tunneling is an incoherent irreversible process [29,36].

The opposite case of reversible coherent oscillations between the surfaces has received much attention mostly in the context of spectroscopy [37]. Among the methods employed to study this case have been those based on Redfield theory [38], an influence-functional approach [39], and the extended adiabatic formalism for the spectroscopic spin-boson problem [40]. These approaches are approximate in that they either assume reduction of the problem to the spin-boson Hamiltonian thereby implying harmonicity of all nuclear coordinates, or rely on perturbation theory in the coupling to the bath modes, which is known to break down and be even qualitatively incorrect for strong enough friction [20].

In this work we describe a numerical-path-integral technique designed to study the dynamics of a system described by the Hamiltonian of Eq. (4) in real time. This technique is free of all additional approximations and assumptions mentioned above. Our primary goal is to study the dynamics induced by the coupling between the surfaces on a long (tunneling) time scale and to observe how, when the friction increases, this dynamics changes from coherent probability oscillations to complete loss of phase coherence associated with rate dynamics, as well as effects specific to the two-surface problem not displayed by either single-surface adiabatic tunneling or the spin-boson problem.

Computation of real-time path integrals involves circumventing the so-called sign problem, i.e., the problem of oscillating integrand which does not allow use of standard Monte Carlo techniques for evaluating multidimensional integrals. This problem has recently been attacked with a number of approaches [41–57] such as use of effective smooth propagators [45–47] and sampling around semiclassical stationary phase paths [48–52] which permits Monte Carlo sampling; for a review of these methods see [53]. Although quite successful at short times, the above methods proved impractical for calculating long-time dynamics because of additional phase interference inherent in quantum dynamics even in the strict semiclassical limit. A stochastic resummation method has also been proposed for the spin-boson problem [54].

A new numerical-path-integral technique has been proposed recently [55] and applied to single-surface systems [56,57]. This approach exploits one's ability to obtain an exact system propagator using basis-set methods; the numerically constructed system propagator is then supplemented with an influence functional that describes the multidimensional corrections due to the bath. Because the path integral constructed in this way starts from the exact dynamics of a one-dimensional system as a zeroth approximation, a much more fine time discretization is needed to obtain converge results even for long times, and the resulting integral has such low dimensionality that it can be evaluated by quadrature.

In Sec. II we describe how these ideas can be implemented in the case of the two-surface Hamiltonian, Eq. (4). Section III discusses the discrete variable grid we adopt in order to evaluate the path-integral expressions obtained in Sec. II. In Sec. IV, numerical applications on model systems are presented, which illustrate the coherent-incoherent transition in dissipative tunneling between the surfaces, the effect of friction on destroying localization of the system in an asymmetric double well, as well as the promotion of tunneling by vibrational relaxation for a particle trapped in a quasidegenerate doublet. Finally, we conclude in Sec. V with some general remarks.

II. DISCRETIZED PATH-INTEGRAL WITH EXACT SYSTEM PROPAGATORS

Suppose that at $t=0$ all oscillators are in the ground state such that the initial wave function in the space of the reaction coordinate $s$, pseudospin index $\sigma = 1,2$ indicating the surface, and all bath coordinates $x$ is factorized:

$$\psi(s, \sigma, x; 0) = \phi(s, \sigma) \chi_0(x) .$$  

(7)

This is the simplest initial condition adopted in [20,30]. As an alternative, one may study equilibrium correlation functions [51] or start with displaced oscillator wave functions. As long as the tunneling dynamics is being investigated rather than the details of vibrational relaxation on a single surface, the details of the initial preparation are usually insignificant. After time $t$ the wave function becomes

$$\psi(s, \sigma, x; t) = \sum_\sigma \int ds \int dx \langle s, \sigma; x, t | e^{-iHt/\hbar} | s, \sigma; x \rangle \phi(s, \sigma) \chi_0(x) .$$  

(8)
Since we are not interested in the details of the bath behavior, we square the absolute value of the wave function and integrate this quantity over all bath coordinates to obtain the probability density

\[ P(s_f, \sigma_f; t) = \sum_{s_i} \sum_{\sigma_i} \int dx_f \int ds_i \int dx_i \int dx_i' \langle s_f, \sigma_f | x_f \rangle e^{-i\mathcal{H}t/\hbar} \langle s_i, \sigma_i | x_i \rangle \times \langle s_i', \sigma_i' | x_i' \rangle e^{i\mathcal{H}t/\hbar} \phi(s_i, \sigma_i) \phi(s_i', \sigma_i') \chi_0(x_i) \chi_0(x_i') \]  

(9)

To obtain a path-integral expression for this probability density, we divide the total time \( t \) into \( N \) time slices \( \Delta t \) so that

\[ \langle s_f, \sigma_f | x_f | e^{-i\mathcal{H}\Delta t/\hbar} | s_i, \sigma_i \rangle = \sum_{\sigma_1} \cdots \sum_{\sigma_{N-1}} \int ds_1 \int dx_1 \cdots \int ds_{N-1} \int dx_{N-1} \times \langle s_f, \sigma_f | x_f | e^{-i\mathcal{H}\Delta t/\hbar} | s_{N-1}, \sigma_{N-1} \rangle \cdots \langle s_1, \sigma_1 | x_1 | e^{-i\mathcal{H}\Delta t/\hbar} | s_i, \sigma_i \rangle \]  

(10)

and employ following [55] the short-time approximation for the time-evolution operator

\[ e^{-i\mathcal{H}\Delta t/\hbar} \approx e^{-i\mathcal{H}_0 \Delta t/2 \hbar} e^{-i\mathcal{H}_0 \Delta t/2 \hbar} e^{-i(\mathcal{H}_0 - \mathcal{H}) \Delta t/2 \hbar} \]  

(11)

[Note that the system Hamiltonian \( \mathcal{H}_0 \) involves the adiabatic (i.e., minimum energy) potential for each of the electronic surfaces, and the bath \( \mathcal{H} - \mathcal{H}_0 \) enters as harmonic oscillators whose equilibrium positions are adiabatically displaced along the minimum energy path. For this reason, in previous papers [55–57] on single-surface problems the splitting described by Eq. (11) has been referred to as a quasiadiabatic propagator. In the present paper, however, we refrain from using this term in order to avoid confusion with electronically adiabatic processes.] Substituting Eqs. (11) and (10) into (9) and integrating over the Gaussian bath variables [30] one arrives at the result

\[ P(s_f, \sigma_f; t) = \sum_{s_0} \cdots \sum_{s_{N-1}} \sum_{s_0} \cdots \sum_{s_{N-1}} \int ds_0^+ \int ds_1^+ \cdots \int ds_{N-1}^+ \int ds_0^- \int ds_1^- \cdots \int ds_{N-1}^- \times \langle s_f, \sigma_f | e^{-i\mathcal{H}_0 \Delta t/\hbar} | s_{N-1}^+ \sigma_0^+ \rangle \cdots \langle s_1, \sigma_1^+ | e^{-i\mathcal{H}_0 \Delta t/\hbar} | s_0^+ \rangle \phi(s_0^+, \sigma_0^+) \]

\[ \times \phi(s_0^-, \sigma_0^-) \langle s_0^- \sigma_0^- | e^{i\mathcal{H}_0 \Delta t/\hbar} | s_1^- \sigma_1^- \rangle \cdots \langle s_{N-1}^- \sigma_{N-1}^- | e^{i\mathcal{H}_0 \Delta t/\hbar} | s_f, \sigma_f \rangle \times I(s_0^+, s_1^+, \ldots, s_{N-1}^+, s_0^-, s_1^-, \ldots, s_{N-1}^-; s_f; \Delta t) \]  

(12)

Here \( I \) is the bath influence functional given by [30]

\[ I = \exp \left\{ -\frac{1}{\hbar} \int_0^t dt' \int_0^{\Delta t} dt'' [s^+(t'') - s^-(t'')] \times [\alpha(t' - t'') s^+(t'') - \alpha^*(t' - t'') s^-(t'')] - \frac{i}{\hbar} \int_0^t dt' \sum_j \frac{C_j^2}{2 \omega_j} [s^+(t'')^2 - s^-(t'')^2] \right\} \]  

(13)

where \( \alpha(t) \) is the bath response function

\[ \alpha(t) = \sum_j \frac{C_j^2}{2 \omega_j} e^{-i\omega_j t} \]  

(14)

The path \( s^\pm(t') \) that appears in Eq. (13) consists of constant \( s \) segments \( [s^+(t') = s_0^+ \text{ for } 0 < t' < \Delta t/2, s^+(t') = s_f^+ \text{ for } \Delta t/2 < t' < 3\Delta t/2, \ldots, s^+(t') = s_f^+ \text{ for } t - \Delta t/2 < t' < t] \) arranged on the time contour composed of two segments with positive and negative time directions. For this path, Eq. (13) can be transformed to a form suitable for numerical calculations:
\[ I = \exp \left\{ -\frac{1}{\hbar} \sum_{k}^{N} \sum_{n}^{N} \frac{1}{2} \eta_{kk}^n s_k^+ s_n^{-} + \frac{1}{2} \eta_{nn}^k s_n^+ s_n^{-} - \mu_{kk}^n s_k^+ s_n^{-} \right\} \]

\[ \eta_{kk} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin^2 \frac{\omega \Delta t}{2} e^{-im_{k}(k-n)} , \quad 0 < k, n < N, \quad k \neq n \]

\[ \eta_{nn} = \frac{2}{\pi} \int d\omega \frac{J(\omega)}{\omega} (1 - e^{-i\omega \Delta t}) , \quad 0 < n < N \]

\[ \eta_{0N} = \eta_{N0} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin^2 \frac{\omega \Delta t}{4} e^{-i\omega \Delta t - \Delta t/2} \]

\[ \eta_{00} = \eta_{NN} = \frac{2}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} (1 - e^{-i\omega \Delta t/2}) \]

\[ \eta_{n0} = \eta_{0n} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin \frac{\omega \Delta t}{4} \sin \frac{\omega \Delta t}{2} e^{-i\omega \Delta t - \Delta t/4} , \quad 0 < n < N \]

\[ \eta_{nn} = \eta_{nN} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin \frac{\omega \Delta t}{4} \sin \frac{\omega \Delta t}{2} e^{-i\omega \Delta t - \Delta t/4} , \quad 0 < n < N \]

\[ \mu_{kk} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin \frac{\omega \Delta t}{2} e^{-i\omega \Delta t(k-n)} , \quad 0 < k, n < N \]

\[ \mu_{NN} = \mu_{00} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin^2 \frac{\omega \Delta t}{4} \]

\[ \mu_{0N} = \mu_{N0} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin^2 \frac{\omega \Delta t}{4} e^{-i\omega \Delta t - \Delta t/2} \]

\[ \mu_{n0} = \mu_{0n} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin \frac{\omega \Delta t}{4} \sin \frac{\omega \Delta t}{2} e^{-i\omega \Delta t - \Delta t/4} , \quad 0 < n < N \]

\[ \mu_{nn} = \mu_{nN} = \frac{4}{\pi} \int d\omega \frac{J(\omega)}{\omega^2} \sin \frac{\omega \Delta t}{4} \sin \frac{\omega \Delta t}{2} e^{-i\omega \Delta t - \Delta t/4} , \quad 0 < n < N \]  \hspace{1cm} (15)

Finally, the system propagators appearing in Eq. (12) are computed by diagonalizing numerically the one-dimensional Hamiltonian \( H_0 \)

\[ \langle s'\sigma'|e^{-iH_0\Delta t/\hbar} |s\sigma\rangle = \sum_n e^{-iE_n\Delta t/\hbar} \Phi_n(s',\sigma')\Phi_n(s,\sigma) , \]  \hspace{1cm} (16)

where \( E_n \) are the eigenvalues of \( H_0 \) and \( \Phi_n(s,\sigma) \) \( \equiv \langle s\sigma|n \rangle \) the corresponding eigenfunctions. The sum in Eq. (16) does not converge with \( n \), and inclusion of an infinite number of terms appears necessary. Indeed, terms corresponding to large quantum numbers are responsible for the standard highly oscillatory behavior of the real-time propagator. However, it is easily seen that if the propagator is to be used to calculate the evolution of a wave function which does not overlap with \( \Phi_n \) for large \( n \), the contribution of highly excited states will be small in the final result, and therefore such terms can be omitted from Eq. (16). Thus, an effective propagator can be constructed by including a finite number of states in Eq. (16), which will lead to accurate time evolution. Apart from replacing an infinite sum by a finite one, this procedure has the additional advantage of filtering out rapidly oscillatory high-energy contributions, leading to a smooth and well-behaved propagator.

Equations (12), (15), and (16) constitute our prescription for calculating \( P(s,\sigma; t) \). The advantage of the present scheme, as compared to direct discretization of Feynman's path integral for the probability density [30] is that, because Eq. (16) is exact for any time \( \Delta t \), the system part of the propagator is treated exactly for any (however small) number of time slices whether the process is electronically adiabatic, nonadiabatic, or intermediate; as argued in [55], the result will converge very rapidly to the exact one as the number of time slices is increased.

### III. SYSTEM-SPECIFIC DISCRETE-VARIABLE REPRESENTATION

The integrand of Eq. (12) is an oscillatory function. As argued in the Introduction, Monte Carlo methods are not suitable for evaluating such integrals, and we resort to quadrature methods.

In practice, performing the integrations in Eq. (12) requires \( 2N \) integrations on an \( s \) grid and \( 2N \) summations over the spin index. [Since with the present simple Hamiltonian the influence functional does not depend on spin indices, the summations over spin variables could actually be performed separately. However, even after eliminating the spin summation from Eq. (12) the integration on an ordinary \( s \) grid remains impractical for large enough \( N \). Moreover, such a simplification would not be possible with a more general Hamiltonian (for example, if the system-bath coupling is different for the two diabatic surfaces) where the influence functional would depend on]
spin paths as well.) For a typical grid with 30–50 points along the continuous s coordinate such a procedure is practically feasible if N does not exceed 2–3, which is by far not adequate if one is interested in the long-time behavior of \( P(s, \sigma; t) \). On the other hand, it is clear that if the path integral, Eq. (10), had been discretized using some energy-orthogonal basis (rather than position states), a fairly small number of such basis states would have been sufficient; for example, a two-state basis leads to a qualitatively correct picture of tunneling in a symmetric double well. For this reason it is tempting to use the basis of system eigenstates \( \Phi_n \) to discretize the propagator, as this will require fewer summations. However, because the system-bath coupling is a function of the system coordinate \( s \), which is nonlocal in the energy basis, one would lose the advantage of using the influence functional (13).

To circumvent this difficulty, we transform the truncated energy basis to a new discrete "coordinate" basis, in which the position operator becomes diagonal [57]. The idea of using such "discrete variable representations" (DVR), in which the coordinate operator is diagonal, was proposed almost 30 years ago (see, e.g., [58]) for computing potential matrix elements and developed into a powerful numerical scheme for vibrational eigenvalue problems during the past decade [59]. The procedure we use here is closest to the potential-optimized system specific DVR [60]. Specifically, we diagonalize the position operator in the system eigenstate basis to obtain a new basis of functions \( u_k(s, \sigma) \) such that

\[
\hat{s} u_k(s, \sigma) = \xi_k u_k(s, \sigma) .
\]

The propagator in the new basis takes the form

\[
(u_k e^{-i\epsilon_n^k \Delta t/\hbar} u_k) = \sum_n e^{-i\epsilon_n^k \Delta t/\hbar} T_{nk} T_{nk}^* .
\]

where \( T_{nk} \) is the orthogonal transformation matrix

\[
u_k(s, \sigma) = \sum_n T_{nk} \Phi_n(s, \sigma) .
\]

The wave functions \( u_k(s, \sigma) \) are shown in Fig. 2 for the case when the surfaces \( V_1 \) and \( V_2 \) are shifted parabolas. Note that mixing between surfaces is small when only the two lowest-energy levels are taken into account [Fig. 2(a)]; that is, when \( \xi_k \) is positive (and approximately corresponds to the minimum of the right surface), the component of the wave function \( u_k(s, 1) \) corresponding to the left surface is much smaller than \( u_k(s, 2) \). This situation is typical of tunneling from lowest-energy levels, when the probability to stay on the right of the crossing point is practically the same as the probability to stay on surface 2. Including higher-energy levels increases mixing between the surfaces, especially for the states with \( \xi_k \) closest to the crossing point [Fig. 2(b)].

One can repeat the reasoning of the previous section in the DVR representation. Because the position operator is now diagonal, the influence functional is of the same form as in Eq. (15) except coordinates \( s_k \) are now replaced by discrete grid points \( \xi_k \). Using a small grid, one cannot reproduce exactly the probability density \( P(s, \sigma; t) \) (although a discrete analog of this quantity may be introduced), but is able to calculate various expectation values that are obtained by averaging any function of the coordinate \( s \) with this probability density. For example, the average position reads as

FIG. 2. Components \( u_k(s, 2) \) (solid line) and \( u_k(s, 1) \) (dashed line) of the DVR wave function corresponding to positive eigenvalues of the position operator in the case of (a) two and (b) six DVR points.
\[ \langle s(t) \rangle = \sum_{\sigma=1}^{1} \int ds \, s P(s, \sigma; t) \]

\[ = \sum_{k_0^2} \cdots \sum_{k_m^2} \sum_{k_n^2} \langle u_{k_n^2} | e^{-iH_0 \Delta t/k} | u_{k_{n-1}^2} \rangle \cdots \langle u_{k_1^2} | e^{-iH_0 \Delta t/k} | u_{k_0^2} \rangle \]

\[ \times \xi_{k_0^2} \xi_{k_0^2} \langle u_{k_0^2} | e^{iH_0 \Delta t/\hbar} | u_{k_1^2} \rangle \cdots \langle u_{k_{N-1}^2} | e^{iH_0 \Delta t/\hbar} | u_{k_n^2} \rangle \]

\[ \times I(\mathcal{S}_{k_0^2}, \mathcal{S}_{k_0^2}, \ldots, \mathcal{S}_{k_{N-1}^2}, \mathcal{S}_{k_1^2}, \ldots, \mathcal{S}_{k_{N-1}^2}, \mathcal{S}_{k_n^2}; \Delta t) \ , \]

where \( \xi_k = \langle u_k | \phi \rangle \) is the amplitude of the initial system state in the DVR basis. Expressing the probability to be on one of the surfaces

\[ P_\sigma(t) = \int ds \, P(s, \sigma; t) \]

in terms of the DVR representation requires projecting the final DVR state onto a state with definite value of \( \sigma \),

\[ P_\sigma(t) = \int ds \sum_{k_0^2} \cdots \sum_{k_m^2} \sum_{k_n^2} \langle u_{k_n^2} | e^{-iH_0 \Delta t/k} | u_{k_{n-1}^2} \rangle \cdots \langle u_{k_1^2} | e^{-iH_0 \Delta t/k} | u_{k_0^2} \rangle \]

\[ \times \xi_{k_0^2} \xi_{k_0^2} \langle u_{k_0^2} | e^{iH_0 \Delta t/\hbar} | u_{k_1^2} \rangle \cdots \langle u_{k_{N-1}^2} | e^{iH_0 \Delta t/\hbar} | u_{k_n^2} \rangle \]

\[ \times I(\mathcal{S}_{k_0^2}, \mathcal{S}_{k_1^2}, \ldots, \mathcal{S}_{k_{N-1}^2}, \mathcal{S}_{k_0^2}, \ldots, \mathcal{S}_{k_{N-1}^2}, \mathcal{S}_{k_n^2}; \Delta t) \ , \]

where

\[ \lambda_{k_n^2} = \int ds \, u_k(s, \sigma) u_k(s, \sigma) \ . \]

Equations (20) and (22) contain the most interesting information about the dynamics of the two-surface problem (4). These quantities will be calculated for a number of examples in the next section.

When only two energy levels are included in Eq. (16), the path samples two DVR points in the coordinate space, which is nothing but the spin-boson approximation [20]. Transformation to the DVR basis enables one to include as many energy levels as needed and to go smoothly from the spin-boson limit to the continuous coordinate case.

IV. NUMERICAL EXAMPLES

In the examples described below we assume a bath spectral density of the form

\[ J(\omega) = m \gamma \omega \exp(-\omega/\omega_c) \ , \]

where \( \omega_c \) is a cutoff frequency. For simplicity, the diabatic coupling \( V_d \) is taken constant, although the approach described in this paper applies equally easily to surfaces and coupling function \( V_d(s) \) of arbitrary form. The initial state of the system is chosen to be an eigenstate of one of the diabatic surfaces. As described in the previous section, if the system starts out from the ground state of one of the surfaces the simplest approximation one can make is to truncate the set of energy levels to the lowest tunneling doublet so that there are only two DVR points, which approximately (but not exactly) coincide with the potential minima. Provided that (i) the asymmetry of the potential \( \epsilon \) is much smaller than the vibration quantum \( \hbar \omega_0 \), (ii) the barrier height \( V_b \) is greater than the vibration quantum, and (iii) the friction coefficient \( \gamma \) is not too large so that intermultiplet dynamics are negligible, this spin-boson approximation is expected to work well.

In the first example, both diabatic surfaces are harmonic functions of frequency \( \omega_0 \). Figure 3 presents a plot of the average position \( \langle s(t) \rangle \) against time for zero asymmetry for different friction coefficients, showing that the coherent oscillations are suppressed as the friction increases; these results were obtained using two DVR points. The number of time slices needed to obtain converged results ranged from 4 (for small friction) to 10 (for the strongest friction).

The friction strength for a two-level system is usually characterized by the Kondo parameter [20]

\[ \alpha = 2m \gamma \omega_0^2 / \pi \hbar \ , \]

where \( \pm s_0 \) are the coordinates of the two points sampled by the path. This parameter ranges from zero to 0.90 for the data of Fig. 3. The coherent-incoherent transition occurs at \( \alpha \) slightly above 0.5; this small discrepancy with the prediction of [20] that transition should occur exactly at \( \alpha = 0.5 \) is due to the finite value of the cutoff frequency, which was assumed to be much greater than the tun-
another situation is depicted, where the asymmetry $\epsilon = 0.9\hbar_0$ is such that the lowest-energy level of the left surface is close to the first excited level of the right one. In the absence of dissipative the system oscillates with a large amplitude between the two surfaces; dissipation suppresses these oscillations again leading to rate dynamics. Comparison of Figs. 4(a) and 4(b) shows that depending on the asymmetry, dissipation can either enhance or quench tunneling, always shifting the system towards relaxation to equilibrium.

As mentioned in the Introduction, a feature specific of nonadiabatic transitions is a nonmonotonic dependence of the transition probability on energy [11], which may be thought of as appearing because of interference between the two surfaces. For bound surfaces this implies that the splitting of energy levels induced by the diabatic coupling changes nonmonotonically with quantum number. In particular, splittings of higher levels may be smaller than the ground-state tunneling splitting and may even be equal to zero at certain parameters of the potential, such that the initially excited system may be trapped on one of

FIG. 3. Average position in units of $s_0$ as a function of dimensionless time in the spin-boson approximation for two parabolic surfaces $V_{1,2} = V_0 (1 \pm s/s_0)^1/2$. The diabatic coupling between the surfaces is $V_d = 0.4\hbar_0$, $V_0 = 2\hbar_0$, the cutoff frequency is $\omega_c = 0.2\omega_0$, and the friction coefficient ranges from 0 to $0.7\omega_0$, as indicated. The tunneling splitting equals 0.11$\hbar_0$.

Next, we proceed to study the effect of asymmetry on the behavior of $\langle s(t) \rangle$. When the asymmetry $\epsilon$ is comparable to the vibrational quantum of a surface, $\hbar_0$, more energy levels are involved in the tunneling dynamics and a larger DVR basis is needed. If the friction were zero, the behavior of the system would strongly depend on whether or not the energy levels of the left and right surfaces are at resonance. At resonance, having started on the left surface, the particle will be found on the right with probability close to 1 after some time, whereas if the states are away from resonance, only a small part of the initial probability will leak to the other surface. Friction effectively broadens each energy level leading to incoherent rate dynamics and eventually eliminating the difference between resonant and nonresonant situations. This is demonstrated in Fig. 4 for two different values of asymmetry. The converged results were obtained with six DVR states and five time slices. Figure 4(a) shows a plot of $\langle s(t) \rangle$ for two parabolic surfaces with asymmetry $\epsilon = 0.6\hbar_0$. At zero friction, the particle that started from the ground state of the left surface continues to stay mostly on the left. Coupling to a bath with low cutoff frequency affects only slightly the dynamics because of the lack of phonons with frequencies high enough to induce (through low orders in perturbation theory) transitions between various energy levels. When the system is coupled to a bath with cutoff frequency comparable to the energy-level spacing, $\langle s(t) \rangle$ behaves in a purely incoherent fashion relaxing towards equilibrium. In Fig.
V. CONCLUDING REMARKS

This paper was inspired in large part by both experimental [12,61] and theoretical [32] evidences of nuclear tunneling in electron-transfer chemical reactions. Recent studies in ultrafast photocinduced electron transfer [62] have demonstrated that it may occur on a picosecond or subpicosecond time scale, that is, with a rate comparable with the rate of vibrational relaxation. Under such conditions, one may expect to observe dynamics much more complicated than simple exponential decay, which involves inherently quantum-mechanical long-time coherent effects. The techniques formulated here are well suited for simulating this kind of phenomena. On the other hand, solution of the dissipative curve crossing problem is of fundamental importance for quantum chemical reaction rate theory, since it provides an adequate description of electronically nonadiabatic processes. The numerical-propagator–discrete-variable representation of path integrals has been applied recently to compute flux-flux autocorrelation functions with the aim to obtain quantum-mechanical rate constants in multiple minimum potentials [56(b),57]. The ideas developed in those papers and here allow to view both adiabatic and nonadiabatic condensed phase reactions from a unique perspective.

In this paper we considered only a bath which is "cold," in Feynman's terminology. The generalization to finite temperatures is straightforward and is achieved by simply replacing the zero-temperature bath response function by that at finite $k_B T = \beta^{-1}$,

$$\alpha(t) = \sum_j \frac{C_j^2}{4 \omega_0 \sinh(\beta \hbar \omega_0 / 2)} \left( e^{\beta \hbar \omega_0 / 2} - e^{-i \omega_j t} + e^{i \omega_j t} - e^{-\beta \hbar \omega_0 / 2} e^{i \omega_j t} \right).$$

Increasing the temperature suppresses the phase coherence in a way similar to the effect of friction.